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#### Abstract

The active-time scheduling problem considers the problem of scheduling preemptible jobs with windows (release times and deadlines) on a parallel machine that can schedule up to $g$ jobs during each timestep. The goal in the active-time problem is to minimize the number of active steps, i.e., timesteps in which at least one job is scheduled.

This paper presents a $9 / 5$-approximation algorithm for a special case of the active-time scheduling problem in which job windows are laminar (nested). This result improves on the previous best 2 -approximation for the general case.
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## 1 INTRODUCTION

In the active-time problem [1], we are given as input an integer $g$ and a set $J$ of $n$ jobs, where each job $j \in J$ has an associated processing time $p_{j}$, release time $r_{j}$, and deadline $d_{j} \geq r_{j}+p_{j}$, all integers. The jobs are scheduled on a parallel machine that can execute up to $g$ jobs during each step. Time is organized into discrete (integer) steps or slots, and preemption is allowed but only at slot boundaries. We call the time interval $\left[r_{j}, d_{j}\right.$ ) the job $j$ 's window. Each job $j$ must be fully scheduled within its window.

We say that a timestep $t$ is active if the schedule assigns at least one job to step $t$. The goal in the active-time scheduling problem is to find a schedule with minimum number of active

[^0]steps that schedule all jobs within their windows. Chang, Gabow, and Khuller [1] and Kumar and Khuller's [3] both achieve 2 approximation through LP rounding algorithm and greedy algorithm, respectively.

To push past the barriers for the general version of the problem, this paper instead considers a special case of the active-time problem in which the job windows are laminar (nested). That is, for each pair of jobs $i, j$, either the intervals $\left[r_{i}, d_{i}\right)$ and $\left[r_{j}, d_{j}\right)$ are disjoint (meaning either $d_{i} \leq r_{j}$ or $d_{j} \leq r_{i}$ )), or one of the intervals is fully contained in the other (i.e., either $r_{i} \leq r_{j}<d_{j} \leq d_{i}$ or $\left.r_{j} \leq r_{i}<d_{i} \leq d_{j}\right)$

Our main result is a 9/5-approximation algorithm for the activetime problem with laminar job windows. Since the simple example exhibiting the integrality gap [2] of 2 for the natural LP is a nested instance, a different LP formulation is needed. Our algorithm starts by solving a stronger linear program (LP) for the problem to produce a fractional solution, then performing a new rounding process over the tree of job windows. The algorithm itself is not overly complex, but the analysis is not at all straightforward.

## 2 PRELIMINARIES

For an integer $p$, We use $[p]$ to represent integers from $\{1,2, \ldots, p\}$. Given an instance of the nested active time problem, we define its tree $T$ as follows. Each tree node $i$ is associated with an interval $K(i)$ such that $K(i)=\left[r_{j}, d_{j}\right)$ for some $j \in J$. If there are several jobs with the same interval, we only create a single tree node. A tree node $i^{\prime}$ is a child of $i$ if $K\left(i^{\prime}\right) \subsetneq K(i)$ and no other node interval is strictly between $K(i)$ and $K\left(i^{\prime}\right)$, i.e, there is no node $i^{\prime \prime}$ such that $K\left(i^{\prime}\right) \subsetneq K\left(i^{\prime \prime}\right) \subsetneq K(i)$. The descendants and ancestors of a node $i$ are denoted $\operatorname{Des}(i)$ and $\operatorname{Anc}(i)$, respectively. Note that both Des $(i)$ and $A n c(i)$ include $i$ itself. We define par $(i)$ to be the parent node of $i$. W.l.o.g we can assume $T$ is indeed a tree (instead of a forest) since otherwise the instance can be broken into several independent ones.

We assume that the tree contains $m$ nodes and each node is associated with an unique id in [ $m$ ]. Now, each job $j$ 's interval is associated with a node in the tree. For a job $j$, define $k(j)$ to be the tree node $i$ with $K(k(j))=\left[r_{j}, d_{j}\right)$; we say $j$ belongs to the node $i$ if $i=k(j)$. For jobs $j_{1}$ and $j_{2}$, if $r_{j_{1}}=r_{j_{2}}$ and $d_{j_{1}}=d_{j_{2}}$, then $k(i)=k(j)$. Given a node $i$ and a job subset $J^{\prime} \subseteq J, J^{\prime}(i)=\{j \in$ $\left.J^{\prime} \mid k(j)=i\right\}$ is the set of jobs in $J^{\prime}$ belonging to $i$. Note that at least one job belongs to each node. Define the length of a node $i$, which is denoted as $L(i)$, as the $|K(i)|-\sum_{i^{\prime}: \operatorname{par}\left(i^{\prime}\right)=i}\left|K\left(i^{\prime}\right)\right|$, i.e, the number of time slots in the interval $K(i)$, but not in $K\left(i^{\prime}\right)$ for any

$$
\begin{align*}
\min & \sum_{i \in[m]} x(i) & & \text { s.t. }  \tag{1}\\
\sum_{i \in \operatorname{Des}(K(j))} y(i, j) & \geq p_{j}, & & \forall j  \tag{2}\\
\sum_{j \in J(A n c(i))} y(i, j) & \leq g \cdot x(i) & & \forall i  \tag{3}\\
x(i) & \leq L(i) & & \forall i  \tag{4}\\
y(i, j) & \leq x(i) & & \forall i, j  \tag{5}\\
y(i, j) & =0 & & \forall i, j \notin J(A n c  \tag{6}\\
\sum_{i^{\prime} \in \operatorname{Des}(i)} x\left(i^{\prime}\right) & \geq 2 & & \forall i, \mathrm{OPT}_{i} \geq 2  \tag{7}\\
\sum_{i^{\prime} \in \operatorname{Des}(i)} x\left(i^{\prime}\right) & \geq 3 & & \forall i, \mathrm{OPT}_{i} \geq 3 \tag{8}
\end{align*}
$$

Figure 1: Linear program for active time scheduling. By default we restrict $i \in[m]$ and $j \in J$.
child node $i^{\prime}$ of $i$. Given a function or vector $f$ and a set $S$, we define $f(S)=\bigcup_{e \in S} f(e)$ or $f(S)=\bigcup_{e \in S} f_{e}$.

We say that a node $i$ is rigid if a feasible solution must open the entire interval $K(i)$. For our rounding algorithm, we will make two extra transformations for the tree.

First, we transform an arbitrary tree to a binary tree. If a parent node $i$ contains several children nodes $i_{1}, i_{2}, \ldots, i_{t}$, we will create several virtual nodes so that each node contains at most 2 children. Each virtual node's interval is the union of its children's intervals. There are no jobs associated with the virtual nodes and the length of a virtual node $i^{\prime}$ satisfying $L(i)=0$. Notice that this transformation adds at most $t$ virtual nodes for a node with $t$ children. In total, this transformation only adds $k$ virtual nodes to a tree that had $k$ nodes originally. In the resulting tree, only internal nodes can be virtual so each leaf node must have at least one job associated with it.

We perform one final transformation to make each leaf node rigid. For a leaf node $i$, let $j \in J(i)$ be a job in $i$ with the longest processing time. If $p_{j}=L(i)$, then we leave $i$ and the jobs therein unchanged. Otherwise, we can assume that $j$ is scheduled in the first $p_{j}$ steps of $i$ because $j$ is the longest job in the leaf node and all jobs in the leaf node could choose the leaf's interval to fit in. We transform the instance by creating a virtual child node $i^{\prime}$ of the leaf $i$ with interval corresponding to the first $p_{j}$ steps of $I(i)$, and we reduce $j$ 's window to match $i^{\prime}$ 's. Notice this transformation does not change our solution for the original tree.

## 3 ALGORITHM

### 3.1 Linear Program

The linear program is LP (1), which is given in Figure 1. In the LP, $x(i)$ denotes the number of time slots opened in node $i$, and $y(i, j)$ denotes the amount of job $j$ that is scheduled in node $i$. In the LP, $\mathrm{OPT}_{i}$ denotes the smallest number of slots to schedule the jobs in $J(\operatorname{Des}(i))$.

The objective is to minimize $\sum_{i \in[m]} x(i)$. (2) ensures that every job $j$ is scheduled in at least $p_{j}$ time slots. (3) ensures that the total

(a) The open slots from an LP solu(b) The open slots after performing tion the LP transformation

Figure 2: An example of a tree before and after running the LP transformation in Lemma 1. The dark slots represent slots have jobs scheduled in them, and the white slots are closed.
number of jobs scheduled in $x(i)$ is at most $g \cdot x(i)$, for each node $i \in[m]$. (4) requires that the number of open time slots in a node $x(i)$ is at most the interval length $L(i)$ of node $i$. (5) says that we could give at most $x(i)$ time slots for a job $j$. (6) restricts that for each job $j \in J, j$ can only be put into nodes in $\operatorname{Des}(K(j))$. (7) and (8) are the key constraints that makes the LP stronger. They are clearly valid; moreover, checking if $\mathrm{OPT}_{i} \geq 2\left(\mathrm{OPT}_{i} \geq 3\right)$ can be done easily.

After running the LP and getting a solution $(x, y)$, we will perform a transformation on the solution.

### 3.2 Transformation of LP Solution

Lemma 1. Given a feasible LP solution, we can efficiently output another feasible LP solution such that for any pair of nodes $i_{1}, i_{2}$ such that $i_{2} \in \operatorname{Des}^{+}\left(i_{1}\right)$, if $x\left(i_{2}\right)<L\left(i_{2}\right)$, then $x\left(i_{1}\right)=0$.

The high level idea of Lemma 1 is to push down some part of the time slot if its descendant time slot is not full. We leave the proof to our full paper. An example of of the LP transformation is shown in Figure 2. Lemma 1 implies that for any $i$ with $x(i)>0$, all of its strict descendants are fully open. We let $I$ be the set of topmost nodes $i$ with $x(i)>0$; those are the nodes $i$ with $x(i)>0$ but all its strict ancestors $i^{\prime}$ have $x\left(i^{\prime}\right)=0$. Notice that after transformation, all nodes with fractional time slot will be in $I$.

### 3.3 Rounding Algorithm to Obtain an Integral Vector $\tilde{x} \in\{0,1\}^{[m]}$

The rounding algorithm that constructs our integral $\tilde{x}$ is given in Algorithm 1.

```
Algorithm 1 Rounding Algorithm
    let \(\tilde{x}(i) \leftarrow\lfloor x(i)\rfloor, \forall i \in I\) and \(\tilde{x}(i) \leftarrow x(i), \forall i \in[m] \backslash I\).
    for every node \(i \in \operatorname{Anc}(I)\) from bottom to top
        while \(\frac{9 x(\operatorname{Des}(i))}{5} \geq \tilde{x}(\operatorname{Des}(i))+1\)
            if \(\exists i^{\prime} \in \operatorname{Des}(i)\) with \(\tilde{x}\left(i^{\prime}\right)<x\left(i^{\prime}\right)\) then
                choose such an \(i^{\prime}\) arbitrarily
                let \(\tilde{x}\left(i^{\prime}\right) \leftarrow\left\lceil x\left(i^{\prime}\right)\right\rceil\)
            else
                break
```

Clearly, the number of open slots is at most $\frac{9 x([m])}{5}$.

Lemma 2. After running the Algorithm 1, $\tilde{x}([m]) \leq \frac{9 x([m])}{5}$.
Notice that we might round down some fractional time slots, which will make the new time slot infeasible. We leave the proof of feasibility to our full paper.

## 4 NP-COMPLETENESS

In this section, we show that the decision version of the nested active time problem is NP complete. Very recently, Sagnik and Manish [4] showed the general case is NP complete. Unfortunately, their proof uses crossing intervals. Our proof reduces the nested active time problem to a new problem that we call prefix sum cover, which is related to the classic set cover problem.

Prefix sum cover problem. For any pair of $d$-dimensional vectors $v=\left(v_{1}, v_{2}, \ldots, v_{d}\right), w=\left(w_{1}, w_{2}, \ldots, w_{d}\right) \in N^{d}$, we say $v<w$ if and only if for all $j \in[1, d], \sum_{i \leq j} v_{i} \geq \sum_{i \leq j} w_{i}$. In the prefix sum cover problem, we are given $n$ vectors $u_{1}, u_{2}, \ldots u_{n} \in N_{+}^{d}$, a target vector $v \in N^{d}$ and an integer number $k$, and we want to find $k$ vectors $u_{l_{1}}, u_{l_{2}}, \ldots, u_{l_{k}}$ such that $\sum_{i \leq k} u_{l_{i}}<v$.

Moreover, for the purposes of our reduction, we consider a restricted version of the problem. Let $W$ be the maximum scalar that appears in any of the vectors $u_{1}, \ldots, u_{n}$ and $v$. First, we require that both $d$ and $W$ be bounded by some polynomial of $n$. For a vector $w \in N^{d}$, let $[w]_{j}$ be its $j$-th dimension value. Second, for each $i \in[1, n]$, we require that $\left[u_{i}\right]_{1} \geq\left[u_{i}\right]_{2} \geq \ldots \geq\left[u_{i}\right]_{d}$, and $[v]_{1} \geq[v]_{2} \geq \ldots \geq[v]_{d}$, i.e., all vectors are non-decreasing. We show in our full paper that prefix sum cover is NP complete.

Reduction. Now we will reduce the prefix sum cover problem to the active time problem. Let $\left(\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}, v, k\right)$ be the prefix sum cover instance. Our nested active time instance is defined by a set of jobs $J$ and it uses $p=d W$ machines. Our instance is made up of three kinds of jobs:

- For each vector $u_{i}$, and each $w \in[2, W]$, we have $p-\mid\{j \in$ $\left.[1, d] \mid\left[u_{i}\right]_{j} \geq w\right\} \mid$ rigid unit length jobs, each with window consisting of a single slot $[(i-1) W+w-1,(i-1) W+w]$.
- For each vector $u_{i}$, we also have $\sum_{j \leq d}\left[u_{i}\right]_{j}-d$ flexible unit jobs with window $[(i-1) W, i W]$.
- Finally, we have jobs that depend on the target vector. For each $j \in[1, d]$, we have a job with length $[v]_{j}$ and window [0, nW].
We denote each of these sets of job with $S_{1}$ (rigid jobs), $S_{2}$ (flexible jobs associate with each $u_{i}$ vector), and $S_{3}$ (jobs associated with the target vector).

Let us try to schedule this instance, starting with $S_{1}$. Since the jobs in $S_{1}$ are rigid, we must open all slots in $[(i-1) W+1, i W]$. Notice that each of these slots has at least $p-d$ jobs in $S_{1}$, so each of these time slots has at most $d$ unused machines after scheduling $S_{1}$.

Next we will try to fit jobs from $S_{2}$ into $[(i-1) W, i W]$. Observe that the total capacity in the window $[(i-1) W+1, i W]$ is $p(W-1)$ and that the jobs from $S_{1}$ take up up $\sum_{w \in[2, W]}(p-\mid\{j \in[1, d] \mid$ $\left.\left.\left[u_{i}\right]_{j} \geq w\right\} \mid\right)$ capacity. Further observe that

$$
\sum_{w \in[2, W]}\left(p-\left|\left\{j \in[1, d] \mid\left[u_{i}\right]_{j} \geq w\right\}\right|\right)+\sum_{j \leq d}\left[u_{i}\right]_{j}-d=p(W-1)
$$

Therefore, if we do not open the slot [ $(i-1) W,(i-1) W+1]$, then the jobs from $S_{1}$ and $S_{2}$ will use up all of the available capacity in
the time window $[(i-1) W, i W]$. This is important, as it means that we cannot schedule any job from $S_{3}$ in this window.

We say that the time slots $[(i-1) W,(i-1) W+1]$ for $i \in[n]$ are special. Since all non-special slots in $[0, n W]$ must be open, the problem boils down to opening as few special slots as possible to accommodate the jobs in $S_{3}$.

Suppose we open the special time slot $[(i-1) W,(i-1) W+1]$. We claim that all jobs in $S_{2}$ will be assigned to the special time slot. Indeed, even after all $S_{2}$ jobs are assigned to this slot, there are still $p-\left(\sum_{j \leq d}\left[u_{i}\right]_{j}-d\right) \geq d$ unused machines in it, while we can only have at most $d$ unused machines in each time slots in $[(i-1) W+1, i W]$ after scheduling $S_{1}$.

A configuration is a sequence $\left(z_{1}, z_{2}, \ldots, z_{M}\right)$, where $z_{i}$ is the number of unused machines at time $[i-1, i]$. Thus, once we have chosen which special slots to open, we get the configuration which tells us how many machines are left unused in each time slot.

Number the machines from 1 to $p$. For any given configuration, we can assume without loss of generality that if we have $z_{t}$ unused capacity at time slot $[t-1, t]$ then machines 1 through $z_{t}$ are unused; i.e, we always leaves smaller index machine unused. Let $e_{j}$ be the number of empty time slots at machine $j$. We give an if-and-only-if condition for the feasibility based on the $e_{j}$ values, whose proof is left to the full version.

Lemma 3. Given a configuration, let $e_{j}$ be the machine unused slot defined above and $J^{\prime}$ be a set of $q \leq p$ jobs with no release time and due time constraint. Let $l_{1} \geq l_{2} \geq \ldots \geq l_{q}$ be the lengths of the jobs in J. The configuration can fit all jobs in $J^{\prime}$ if and only if $\sum_{i \leq j} e_{i} \geq \sum_{i \leq j} l_{i}$ for all $j \in[1, q]$.

Now we show how to apply it to the active time instance. We will set $J=S_{3}$ and $q=d$. For any interval $[(i-1) W, i W]$, let $e_{1, i}, e_{2, i}, \ldots, e_{d, i}$ be the unused time slot for machine 1 to $d$ in this interval. If we close the special time slot $[(i-1) W,(i-1) W+1]$, then there is no capacity left so $e_{1, i}=e_{2, i}=\ldots=e_{d, i}=0$. If we open it, then $e_{j, i}=\left[u_{i}\right]_{j}$, i.e. the $j$-th machine will hold exactly $\left[u_{i}\right]_{j}$ unused time slots in the interval. Now the problem becomes we want to open $k$ special time slots such that the resulting configuration can fit all jobs from $S_{3}$. Lemma 3 implies that it is equivalent to choosing $k$ vectors from $\left(e_{1,1}, \ldots, e_{d, 1}\right)=u_{1}, \ldots,\left(e_{1, n}, \ldots, e_{d, n}\right)=u_{n}$ such that $\sum_{i \leq j} e_{i} \geq \sum_{i \leq j}[v]_{i}$ for every $j \in[1, d]$, which is exactly the definition of our prefix sum cover problem.
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